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The World Economic Forum’s Global Risks Report 2019 ranked cyber attacks 
among the top-ten most impactful global risks. A report published in 2019 by the 
Ponemon Institute shows that 90% of companies supporting national critical infra-
structures—energy, health, industrial and manufacturing, and transport—experi-
enced at least one cyber attacks between 2017 and 2019 that led to data breaches or 
significant disruption of operations (Ponemon Institute LLC 2019). These reports 
are two of a long series of studies conducted over the past decade on the status of 
cybersecurity. From year to year, data about cyber attacks and their impact continue 
to increase indicating that cyber attacks pose an ever-growing threat for information 
societies.

There are two lessons to be learned from these data. The first lesson is not contro-
versial, digital infrastructures are porous. We should think of them as agile, flexible, 
but brittle systems. This brittleness, as I argued elsewhere (Taddeo 2016, 2017a), 
favours offence over defence, explaining in part the continue growth of cyber threats 
and the escalation of their impact. The more digital technologies become pervasive, 
the wider becomes the surface of attacks, and with it also number of successful 
attacks grows. Think for example about the distribution of Internet of Things (IoT). 
In 2018, a Symantec study reported an average of 5200 attacks per month on IoT 
devices, the figure almost double the 3650 attacks counted in 2016. The second les-
son may be harder to learn, for it is about the inadequacy of the ways in which we 
have framed and governed cybersecurity. This is clear when considering that data on 
the escalation of number and impact of cyber attacks, despite the growing value of 
the cybersecurity market and the increasing efforts of companies and state actors to 
improve the security of information systems and infrastructures (Technavio 2018).

The lack of effective cybersecurity measures has a potential knock-on effect on 
the information revolution, and on the development of information societies around 
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the globe (Floridi 2016). Two aspects are relevant here: international stability and 
trust. Without proper security measures in place, cyber threats may undermine the 
stability of information societies (Taddeo and Floridi 2018a), making digital tech-
nologies a source of risks as well as a source of development. The series of cyber 
attacks that allegedly Russia and the US launched against each other’s national criti-
cal infrastructures between 2018 and 20191 is indicative of how cyber attacks may 
pose a threat to national stability. At the same time, lack of security of digital tech-
nologies will erode the trust of users (Taddeo 2010, 2012, 2017b); this in turn will 
cripple adoption, and hinder innovation.

Learning the second lesson entails reconsidering the frameworks underpinning 
the governance of cybersecurity. In this respect, there is a mounting consensus on 
treating cybersecurity as a public good to be managed in the public interest (Mulli-
gan and Schneider 2011; Schneider et al. 2016; Weber 2017). I agree with this view. 
‘Cyber’ is a constitutive elements of information societies, it is interwoven with the 
physical, economic, social and political elements, and its security it is essential to 
foster societal development, technological progress (Floridi 2014), and also to har-
ness the potential of digital technologies to deliver socially good outcomes (Tad-
deo and Floridi 2018b). Cybersecurity encompasses a wide set of practices, from 
risk assessment and penetration tests; disaster recovery; cryptography; access con-
trol and surveillance; architecture, software, and network security; to hack-back and 
security operations, and physical security. Framing cybersecurity as a public good 
without a careful distinction of between practices, scopes, and actors is conceptually 
unwarranted and problematic when considering the governance of cybersecurity.

At a high level of abstraction cybersecurity has three main domains—engineer-
ing systems that are robust and can withstand attacks; design methods and system 
for threat and anomaly detection to guarantee a system’s resilience; define system 
responses to attacks. While I agree that system robustness qualifies as a public good, 
I argue that this is not the case for system’s resilience and response.

Treating System Robustness as a Public Good

Robustness measures the divergence between the actual and the expected behav-
iour of a system when it is fed with erroneous inputs or when there are errors in 
the execution. A system is more or less robust depending on the size of divergence 
between the actual and the expected behaviour. Robustness is essential (though not 
sufficient) to mitigate the impact of attacks and ensure reliable systems. At the same 
time, improving system robustness is a costly process: it requires accurate design, as 
well as code verification and validation, testing and probing for vulnerabilities. This 
makes robustness a club good, in that it is not exhausted by its use (i.e. it is non-
rivalrous), but its access is regulated by its cost (i.e. excludable).

The escalation of cyber threats indicates that this approach is ineffective, if not 
problematic. Market dynamics foster a non-collaborative approach, and costs lead 

1 https ://www.nytim es.com/2019/06/15/us/polit ics/trump -cyber -russi a-grid.html
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to uneven distribution. Building robustness into digital end-point devices will have 
an impact on their cost, to the extent that producers may sacrifice robustness in 
search of commercial competitiveness. This is often the case, for example, with IoT 
technologies—which risks favouring a pervasive distribution, on a global scale, of 
devices whose robustness is ephemeral. The question then is how do we develop and 
regulate the design of robust systems in an effective way?

Engineering robust systems has direct and indirect implications on the pub-
lic interest of information societies; for it enables critical national infrastructures 
and services to work, and allows citizens to perform their daily routines relying on 
secure technologies. For these reasons, robustness should not be framed and man-
aged as a club good, it should be treated as a public good. That is, a non-rivalrous 
good that is also non-excludable.

Managing costs is a key aspect to develop system robustness as a public good. To 
be considered as a public good, system robustness need not to come free of charge 
for the end users, but it is essential that its costs do not become a discriminating fac-
tor, determining access it. The key point here is to ensure that all users have access 
to digital technologies whose robustness is adequate to the purpose and the con-
text of deployment. Just like street-lights and national defence—both involve costs, 
while allowing all citizens of a state to access them and maintain them through their 
taxes—cybersecurity can function as a non-rivalrous, non-excludable good, if its 
costs are shared equitably among the relevant stakeholders. An implication of this 
approach is that the public sector will have to shoulder some of the costs of cyberse-
curity, which may include, for example, costs related to the establishing of standards 
and certification procedures, as well as costs associated with testing technologies, 
while also ensuring that digital devices available on the market meet the necessary 
level of robustness.

Three important advantages follow from managing cybersecurity as a public 
good: a systemic approach to security; shared responsibilities among different stake-
holders; and facilitation of collaboration.

Systemic Approach. The management of a public good requires consideration 
of both direct and indirect externalities, as well as medium and long-term conse-
quences. This favours approaches that focus on interdependences in the security of 
different, but connected, technologies, and their impact on the context of deploy-
ment, and on the relevant public interest at stake.

Shared Responsibilities. As a public good, its management requires collabora-
tion between the private and the public sector to ensure high level of system robust-
ness. It is up to the public sector to establish standards, certification and testing, 
oversight procedures, to ensure that a sufficient level of security is maintained to 
protect and foster the public interest and redressing and compensation measures are 
in place when responsibilities are not discharged properly. At the same time, the 
private sector bears the responsibility of designing robust systems, developing and 
improving methods to foster robustness of the services and product that they offer, 
and collaborating with the public sector for the controlling and testing mechanisms. 
Envisaging system robustness as a public good also places some responsibilities on 
the users with respect to their cyber hygiene.
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The distribution of responsibilities among the different actors as well as the 
need to consider direct and indirect externalities is likely to favour collaboration 
and information sharing. Sharing of information about vulnerabilities of differ-
ent systems involved in the same supply chain, for example, will become essential 
for the private sector to guarantee system robustness and learn from peers. At the 
same time, the public sector may support this practice by including information 
sharing and collaboration as part of capabilities building initiatives and procedures. 
These practices can facilitate patching procedures and may reduce the zero-day and 
exploits market. In turn, this could slow down the cyber arms-race and weaponiza-
tion dynamics of cyberspace (Taddeo 2016; Taddeo and Floridi 2018a).

A clarification will help before moving to the analysis of systems’ resilience and 
response. The concept of ‘public good’ is an economic, and not a normative, one. 
However, societies may decide to treat something as public good on a normative 
ground, for example, to support public interest. Traffic lights are a good example, 
as they have a great positive impact on road safety, we treat them as public good. It 
is the same for systems’ robustness, it is not per se a public good, but because of its 
essential role for our societies, it should be treated as one. Thus, digital technologies 
should be designed and developed according to high standards for robustness and 
robust systems should available to users notwithstanding market dynamics. Things 
are different when considering the other two domains of cybersecurity: systems’ 
resilience and systems’ response.

When Cybersecurity is not a Public Good

Systems’ resilience and response are the active side of cybersecurity. Over the past 
few years, as cyber attacks continue to grow, they have attracted increasing interests. 
In the UK for example, the National Cyber Security Centre (NCSC) launched an 
Active Cyber Defence Programme, which fosters forms of network monitoring to 
identify attacks and sources of attacks and enables some forms of threat response. 
From an economic point of view, we could start treating systems’ resilience and sys-
tems’ responses as public good, instead of considering them club good. But, in both 
cases, the normative analysis would not justify this move. Unlikely system robust-
ness, system’s resilience and response are not essential to the security of a system. 
With an analogy, if system’s robustness allows us to build solid, reliable systems, 
resilience and response allows us to ring-fence them. But ring-fencing may come at 
some high costs for the public interest and mislead the governance of cybersecurity.

Systems’ resilience improves the ability of a system to withstand attacks, by 
facilitating threat and anomaly detection. Resilient systems require some forms of 
monitoring to identification possible threats, this may include scanning files, emails, 
mobile and endpoint devices, or even traffic data on a network. Monitoring can also 
extends to users behaviour and biometric profiles, like for example, the unique way 
in which a user moves her mouse around (BehavioSec: Continuous Authentication 
Through Behavioral Biometrics 2019). An Israeli company, offering services to sup-
port systems’ resilience, notes on its website that they
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“[monitor] sensor data and human-device interaction from your app/website. 
Every touch event, device motion, or mouse gesture is collected” (Unbotify 
2019).

Systems’ resilience hinges on a delicate trade-off between security and individ-
ual rights (Taddeo 2013, 2014). It poses serious risks of undermining and breach-
ing users’ privacy, users’ exposure to extra risks, should data confidentiality be 
breached, and may have a mass-surveillance effect. Framing systems’ resilience as 
public good used for the public interest may aggravate these risks by skewing public 
debate on this trade-off, misrepresent the level of security threats, the need for moni-
toring and surveillance, and the risks that these measures may pose to individual 
rights.

In the same vein, commercial products and services are available on the market 
to enable systems’ response, for example by providing autonomous and semi-auton-
omous systems endowed with a playbook of pre-determined responses for a num-
ber of threats (DarkLight Offers First of Its Kind Artificial Intelligence to Enhance 
Cybersecurity Defenses 2017). This allows (non-state) users to investigate, isolate 
and disable malware, viruses, and botnets. Facilitating systems’ responses may not 
improve security of cyberspace. Quite the contrary, it is likely to lead to intensifica-
tion of cyber attacks, which, in turn, may lead to kinetic (physical) consequences 
and pose serious risks of escalation and physical security (Taddeo 2017a). In 2018 
a number of US Senators proposed to allow companies to hack back—respond—to 
cyber attacks. The proposal has not been approved, but the path that it open is a dan-
gerously slippery. Regulations may extenuate these risks, by identifying legitimate 
actors and targets, legitimate methods and proportionality criteria, as well as respon-
sible behaviour. All this would be harder to achieve, if systems’ abilities to respond 
to attacks are presented as a public good used in the public interest.
Considering some of digital technologies, or uses of uses of digital technologies, as 
public good will be a step in the right direction insofar as it done cautiously and to 
support policy and governance approaches that will foster tolerant, just, open, plu-
ralistic, and stable information societies.
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